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Abstract

In this paper we consider the problem of building Boolean rule sets in disjunctive normal form (DNF), an interpretable model for binary classification, subject to fairness constraints. We formulate the problem as an integer program that maximizes classification accuracy with explicit constraints on two different measures of classification parity: equality of opportunity, and equalized odds. A column generation framework, with a novel formulation, is used to efficiently search over exponentially many possible rules, eliminating the need for heuristic rule mining. Compared to CART and Logistic Regression, two interpretable machine learning algorithms, our method produces interpretable classifiers that have superior performance with respect to both fairness metrics.

1 Introduction

With the explosion of artificial intelligence in recent years, automated decision making has begun taking over key decision making tasks in a variety of areas ranging from finance to driving. However, with machine learning dictating decisions as important as lending, hiring, and college admissions, a natural question is whether these algorithms are fair to all those affected. Recent results have shown machine learning algorithms to be racially biased in a range of applications ranging from facial identification in picture tagging to predicting criminal recidivism [24]. Further complicating the problem is the need for model interpretability in many applications where machine learning models complement human decision making, such as criminal justice and medicine. In these applications transparency is necessary for domain experts to understand, critique and trust machine learning models. With these dueling objectives in mind, practitioners face the daunting question of whether it is possible to design machine learning algorithms that are accurate, fair AND interpretable. This paper takes one step towards such an algorithm for supervised binary classification problems using integer programming to build interpretable rule sets that can explicitly include fairness constraints.
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We focus on a well-studied interpretable class of rule sets, Boolean rules in disjunctive normal form (DNF, ‘OR-of-ANDs’). For example, a DNF rule set with two rules for predicting criminal recidivism could be

\[
[(\text{Priors} \geq 3) \text{ and } (\text{Age} \leq 45) \text{ and } (\text{Score Factor} = \text{TRUE})] \\
\text{OR} \\
[(\text{Priors} \geq 20) \text{ and } (\text{Age} \geq 45)]
\]

where Priors, Age, and Score Factor are features related to the defendant. The fewer the rules or conditions in each rule, the more interpretable the rule set. In contrast to decision trees [7; 25; 6; 2; 18], and decision lists [26; 23; 27; 3; 22; 28], other interpretable classes of rule sets, the rules within a DNF rule-set are unordered and have been shown in a user study to require less effort to understand [21]. Practically, optimal decision rules have been shown to be more accurate than heuristic rule set methods [11], while remaining more computationally tractable than other optimal rule set methods [15; 6]. To build fair DNF rule sets, we start with the model in [11] which frames the problem as a large integer program (IP), generating candidate rules using a column generation (CG) framework. We keep the objective of the IP the same and add explicit constraints on fairness to control the level of acceptable “unfairness” among different subgroups. We also add additional constraints to the model as the objective function does not guarantee correctness in the presence of fairness constraints. Our approach also differs from [11] in the way we solve the pricing problem as we use a very compact formulation to generate candidate rules which reduces the computational effort significantly.

2 Fairness Metrics

We start by defining the standard supervised binary classification problem, where given a training set of \( n \) samples \((X_i, y_i)\) with labels \( y_i \in \{0, 1\} \) and features \( X_i \in \{0, 1\}^p \) for \( i \in I = \{1, \ldots, n\} \), the goal is to generate a decision rule \( d: \{0, 1\}^p \rightarrow \{0, 1\} \) that minimizes the expected error \( \mathbb{P}(d(X) \neq Y) \) between the predicted label and the true label for unseen data. Assuming the data to be binary-valued, as seen in [11; 15], is not restrictive as numeric features can be binarized using a sequence of thresholds and the same can be done for categorical features using one-hot encoding.

Now consider the case when each data-point also has an associated group (or protected feature) \( g_i \in G \) where \( G \) is
a given discrete set. Quantifying fairness is not a straightforward task in this context and a number of metrics have been proposed in the fair machine learning literature. One popular category of fairness metrics is classification party [13; 1; 8; 14; 19; 17; 1; 29; 17] - which ensures that some measure of prediction error (ex. Type I/II error, accuracy) is equal across all groups. We focus on two measures of classification party: Equality of Opportunity and Equalized Odds. Both criteria fit naturally into the integer programming formulation presented in Section 3 and have a number of real world applications such as credit lending and hiring.

**Equality of Opportunity:** This fairness criterion requires the false negative rate to be equal across groups by enforcing the following condition [17]:

\[
P(d(X) = 0|Y = 1, G = g) = P(d(X) = 0|Y = 1)
\]

for all \(g \in G\). This condition is particularly relevant when there is a much larger societal cost to false negatives than false positives, for example in applications such as loan approval or hiring decisions, see [10; 30].

**Equalized odds:** A stricter condition on the classifier is to require that the classification error is equal across all groups and for both the positive and negative classes within those groups [17]. To achieve equalized odds, together with equation (1), the following condition is also enforced:

\[
P(d(X) = 1|Y = 0, G = g) = P(d(X) = 1|Y = 0)
\]

for all \(g \in G\).

In a practical setting, it is unrealistic to expect to find classifiers that can satisfy the above criteria exactly and therefore one needs to consider how much these conditions are violated as a measure of fairness. For example, in the context of equality of opportunity, the maximum disparity among groups can be used to measure the unfairness of a given classifier \(d\) as follows:

\[
\Delta(d) = \max_{g, g' \in G} |P(d(X) = 0|Y = 1, G = g) - P(d(X) = 0|Y = 1, G = g')|
\]

When training the classifier \(d\), one can then use \(\Delta(d)\) in the objective function as a penalty term or can explicitly require a constraint of the form \(\Delta(d) \leq \varepsilon\) to be satisfied by \(d\). We focus on the latter case as it allows for explicit control over tolerable unfairness. A more precise discussion of how this constraint is integrated is included in Section 3.

### 3 Classification Framework: Boolean Decision Rule Sets

We now introduce our method to construct optimal DNF rule-sets for binary classification subject to fairness constraints. Note that when the input data is binary-valued, a DNF-rule set simply corresponds to checking whether a subset of features satisfies a specific combination of 0s and 1s. By ensuring that the data also includes the complement of every feature, a DNF-rule set simply checks if a subset of features are all 1 for a given data point. Consequently, if there are \(p\) binary features there can only be a finite number of \((2^p - 2)\) possible decision rules. Therefore, in theory, it is possible to enumerate all possible rules and then formulate a large integer program (IP) to select a small subset of them to minimize error on the training data under explicit fairness constraints. However from a practical perspective, it is clearly not possible to solve an exponential size IP, so instead we solve the continuous relaxation (LP) of the IP using column generation. Consequently, instead of enumerating all possible rules, we only enumerate those that can potentially improve classification error. Similar to [11] the objective of the IP is to minimize Hamming loss, a proxy for classification error that counts the number of rules that needs to be changed to classify a point correctly. From a practical perspective, Hamming loss leads to smaller IP formulations that can be solved more efficiently.

#### 3.1 Integer Program Formulation

Let \(K\) denote the set of all possible DNF rules and \(K_i \subset K\) be the set of rules met by data point \(i \in I\). Let \(c_k\) denote the complexity of rule \(k \in K\) which is defined as a fixed cost of 1 plus the number of conditions in the rule. Assume that the data points are partitioned into two sets based on their labels: \(P = \{i \in I : y_i = 1\}\) and \(Z = \{i \in I : y_i = 0\}\). Additionally, for each group \(g \in G\) we denote the data points that have the protected feature \(g\) with \(G_g = \{i \in I : g_i = g\}\) and let \(P_g = P \cap G_g\) and \(Z_g = Z \cap G_g\). For simplicity, we describe the constraints assuming \(G = \{1, 2\}\) and note that extending it to multiple groups is straightforward. Let \(w_k \in \{0, 1\}\) be a variable indicating if rule \(k \in K\) is selected; \(\zeta_i \in \{0, 1\}\) be a variable indicating if data point \(i \in P\) is misclassified; and \(C\) be a parameter denoting the maximum complexity allowed. With this notation in mind, the problem of identifying the optimal rule set subject to constraints on equality of opportunity becomes:

\[
\begin{align*}
\min_{\zeta_i} & \sum_{i \in P} \zeta_i + \sum_{i \in Z} \sum_{k \in K_i} w_k \\
\text{s.t.} & \quad C \sum_{i \in P} \zeta_i + \sum_{k \in K_i} 2w_k \leq C && i \in P \\
& \quad \sum_{k \in K} c_k w_k \leq C && i \in P \\
& \quad w \in \{0, 1\}^{|P||K|}, \zeta_i \in \{0, 1\}^{|P|} \\
& \quad \frac{1}{|P|} \sum_{i \in P_1} \zeta_i - \frac{1}{|P_2|} \sum_{i \in P_2} \zeta_i \leq \varepsilon_1 \\
& \quad \frac{1}{|P_1|} \sum_{i \in P_1} \zeta_i - \frac{1}{|P_2|} \sum_{i \in P_2} \zeta_i \leq \varepsilon_1
\end{align*}
\]

We denote this integer program the Master Integer Program (MIP), and it’s associated linear relaxation the Master Linear Program (MLP) (obtained by dropping the integrality constraint). Any feasible solution \((\tilde{w}, \tilde{\zeta})\) to (4)-(7) corresponds to a rule set \(S = \{k \in K : w_k = 1\}\). Note that the objective is the Hamming loss where the first term counts the number of misclassified data-points \(\zeta_i\) for \(i \in P\), whereas the second term adds up
the total number of selected rules satisfied by data-points \( i \) for each \( i \in \mathcal{Z} \). Constraint (4) identifies false negatives by forcing \( \zeta_i \) to take value 1 if no rule that is satisfied by the point \( i \in \mathcal{P} \) is selected. Within the constraint we multiply \( w_k \) by 2 as it is the minimum complexity for a rule. Similarly, constraint (5) ensures that \( \zeta_i \) can only take a value of 1 if no rules satisfied by \( i \in \mathcal{P} \) are selected. Here we use the fact that \( c_k \geq 2 \) for all \( k \in \mathcal{K} \). Constraint (6) provides the bound on complexity of the final rule set. Finally, constraints (8) and (9) bound the maximum allowed unfairness, denoted by \( \Delta \) in section 2 by a specified constant \( \epsilon_1 \geq 0 \). If \( \epsilon_1 \) is chosen to be 0, then the fairness constraint is imposed strictly. Depending on the application, \( \epsilon_1 \) can also be larger than 0, in which case a prescribed level of unfairness is tolerated.

**Hamming Equalized Odds (HEO):** We next extend the notion of equalized odds to the hamming loss setting (henceforth denoted hamming equalized odds). Specifically, to bound the disparity in false positive rate we bound the disparity in the hamming loss terms for the negative class. To that end, together with constraints (8) and (9), we include the following constraints in the formulation:

\[
\begin{align*}
\sum_{i \in \mathcal{Z}_1} \sum_{k \in \mathcal{K}_i} w_k &- \sum_{i \in \mathcal{Z}_2} \sum_{k \in \mathcal{K}_i} w_k \leq \epsilon_2 \\
\sum_{i \in \mathcal{Z}_2} \sum_{k \in \mathcal{K}_i} w_k &- \sum_{i \in \mathcal{Z}_1} \sum_{k \in \mathcal{K}_i} w_k \leq \epsilon_2,
\end{align*}
\]

where \( \epsilon_2 \geq 0 \) is a given constant. The tolerance parameter \( \epsilon_2 \) can be set equal to \( \epsilon_1 \) or it can be chosen separately. Note that we normalize the hamming loss terms to account for the difference in group sizes and positive response rates between groups.

### 3.2 Column Generation Framework

To solve the LP relaxation of the MIP, called the MLP, using the column generation framework [9], we start with a small subset \( \mathcal{K} \subset \mathcal{K} \) of all possible rules and solve an LP restricted to the variables associated with these rules only. Once this small LP is solved, we use its optimal dual solution to identify a missing variable (rule) that has a negative reduced cost [5]. The search for such a variable is called the pricing problem and, in our case, this can be done by solving a separate integer program. If a variable with a negative reduced cost is found, then \( \mathcal{K} \) is augmented with the associated rule and the LP is solved again and the this process is repeated until no such variables can be found.

Given a possibly empty subset of rules \( \mathcal{K} \subset \mathcal{K} \), let the restricted MLP, defined by (3)-(6), (8)-(9) and denoted by RMLP, be the restriction of MLP to the rules in \( \mathcal{K} \). Let \((\mu, \alpha, \lambda, \gamma^1, \gamma^2)\) be an optimal dual solution to RMLP, where variables \( \mu, \alpha, \lambda \geq 0 \) are associated with constraints (4), (5), and (6), respectively. Variables \( \gamma^1 \) and \( \gamma^2 \) are associated with fairness constraints (8) and (9). We now formulate an integer program to find a \( k \in \mathcal{K} \) with the minimum reduced cost \( \rho_k \). Remember that a decision rule corresponds to a subset of the binary features \( J \) and classifies a data point with a positive response if the point has all the features selected by the rule. Let variable \( z_j \in \{0, 1\} \) for \( j \in J \) denote if the rule has feature \( j \)

and let variable \( \delta_i \in \{0, 1\} \) for \( i \in I \) denote if the rule misclassifies sample \( i \). Using these variables, the complexity of a rule can be computed as \((1 + \sum_{j \in J} z_j)\). We now construct the full pricing problem with the reduced cost in the objective:

\[
z_{cg} = \min \sum_{i \in \mathcal{I}} \sum_{k \in \mathcal{K}} (2\alpha_k - \mu_k)\delta_i + \lambda(1 + \sum_{j \in J} z_j)
\]

s.t. \( D\delta_i + \sum_{j \in \mathcal{S}_i} z_j \leq D \quad i \in I^- \) \( \delta_i + \sum_{j \in \mathcal{S}_i} z_j \geq 1 \quad i \in I^+ \)

\[
\sum_{j \in \mathcal{J}} z_j \leq D \quad j \in J
\]

\[
z \in \{0, 1\}^{|\mathcal{I}|}, \quad \delta \in \{0, 1\}^{|\mathcal{P}|}
\]

where the set \( I^- \subset I \) contains the indices of \( \delta_i \) variables that have a negative coefficient in the objective, and \( I^+ = I \setminus I^- \). The objective is the reduced cost for the generated rule. Note that variable \( w_k \) does not appear in constraints (8) or (9) in RMLP and consequently the objective does not involve variables \( \gamma^1 \) or \( \gamma^2 \). Also note that constraints (12) and (13) to ensure that \( \delta_i \) accurately reflects whether the new rule classifies data point \( i \) with a positive label, and constraint (14) puts an explicit bound on the complexity of any rule using the parameter \( D \). This individual rule complexity constraint can be set independently of \( C \) in the master problem or simply be set to \( C - 1 \).

**Hamming Equalized Odds:** In this case the RMLP is defined by (3)-(6), (8)-(11) and note that unlike (8) and (9), constraints (10) and (11) do involve variables \( w_k \). Let \((\mu, \alpha, \lambda, \gamma^3, \gamma^4)\) be an optimal dual solution to RMLP, where variables \( \gamma^3 \) and \( \gamma^4 \) are associated with fairness constraints (10) and (11), respectively. Using this dual solution, we update the objective to be:

\[
z_{cg} = \min \left(1 + \frac{\gamma^3 - \gamma^4}{|\mathcal{Z}_1|} \right) \sum_{i \in \mathcal{I}} \delta_i + \left(1 + \frac{\gamma^4 - \gamma^3}{|\mathcal{Z}_2|} \right) \sum_{i \in \mathcal{Z}_2} \delta_i
\]

\[
+ \sum_{i \in \mathcal{P}} (2\alpha_k - \mu_k)\delta_i + \lambda(1 + \sum_{j \in J} z_j)
\]

### 4 Experiments

We implemented the fair column generation algorithm (denoted FairCG) using the Python interface of Gurobi [16] to solve the linear and integer programs. To solve the MLP we use a barrier interior point method with the default crossover parameter. For the pricing problem we use the default settings, and return all solutions generated during the algorithm’s run with negative reduced costs. For each of the experiments we set a time limit of 5 minutes for the overall training, and a limit of 45 seconds to solve the pricing problem.

To benchmark the performance of our algorithm, we tested it on three fair machine learning datasets: default [12], adult [12], and compas [4]. Figure 1 (a) shows the trade-off between the fairness constraint for equality of opportunity when training and the realized false negative rate. As we relax the
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