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Large-scale planning for resource management 
problems
Why I love POMDPs and so should you
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Models for decision making

Single-shot Markov Decision Process (MDP) Partially Observable (POMDP)

(States, Actions, Rewards) (States, Actions, Rewards, Transition) (States, Actions, Rewards, Transition, Observations)
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Aircraft Collision Avoidance

M. J. Kochenderfer, J. E. Holland, and J. P. Chryssanthacopoulos, “Next generation airborne collision avoidance system,” Lincoln Laboratory Journal, vol. 19, iss. 1, pp. 17-33, 2012.

POMDPs allow for reasoning about the acquisition of future information, 
enabling safe and efficient planning under uncertainty. 
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Image credit: DeepMind, Alpha Go, 2016.

Modern Solution Techniques

Deep Surrogate Modeling Forward Tree Search
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Lets collaborate!

Objectives/Constraints

Problem Formulation

Simulator or Data + Surrogate Model POMDP 

Magic

POMDP Solver

Plan of action

Image credit: Dr. Seuss


